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The present investigation on some ternary Mt —benzene—X~ aggregates follows previous studies concerning
the binary, M*—benzene (M = Li, Na, K, Rb, Cs) and X —benzene (X = F, Cl, Br, I), systems. A
semimepirical model describing the intermolecular potential energy, formulated as a combination of few
leading effective components, is here extended and applied to investigate more complex systems. The balancing
of size repulsion with induction and dispersion attraction is described as a combination of ion—bond interactions
and an electrostatic component, rationalized on the basis of the benzene quadrupole moment, is also included.
For M*—benzene—X "~ aggregates, the simultaneous presence of a cation and an anion close to the 7 system
originates a strong Coulombic attraction and nonadditivity effects of the induction energy, which are carefully
considered and explicitly included to obtain a proper analytical functional representation of the ternary
compound. The proposed semiempirical methodology, providing the whole potential energy surface in a
convenient analytical form, is useful to predict the main features of stable and unstable configurations, saddle
points, and energy barriers, allowing for investigation of their influence on molecular dynamics simulations.

1. Introduction

It is well-known that a complete investigation of static and
dynamic properties of molecular aggregates requires an accurate
description of the whole potential energy surface (PES).
However, for several systems, accurate ab initio calculations
are too computer-time demanding to investigate the whole
configuration space and, in general, only the most stable
geometries are well characterized. These studies provide accurate
but partial information on the system, which is often insufficient
to investigate its dynamic behavior. In these cases, semiempirical
methods are of fundamental importance to describe the whole
interaction, adopting analytical functional representations of the
PES, usually expressed as a combination of a limited number
of terms having, as much as possible, a physical meaning.

Noncovalent intermolecular interactions,' usually much weaker
than typical covalent components, affect the structure of many
molecular aggregates and control the dynamics of several
elementary processes occurring between closed shell species,
playing an important role in chemistry, physics, and biology
(see for instance refs 2—20). Particular attention has been paid
to molecular aggregates involving organic molecules,?' ~3* for
which noncovalent intermolecular interactions control basic
phenomena such as the formation of weak hydrogen bonds,>?!
the competitive solvation of ions by different partners,?'*>** and
molecular recognition and selection processes.?*?*3% The study
of these systems can be very useful also in rational material
design, construction of new materials with defined properties,
etc.’738 In particular, noncovalent interactions between cations
and aromatic molecules (called cation— interactions) are of
great importance in several systems as, for instance, cation
receptors and biomolecules.?>* Recently, the possible role of
anion—u interactions in molecular anion recognition, has been
also emphasized.** However, while the interaction of positive
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ions with s electron cloud systems have been thoroughly
investigated,’**'~* anion—aromatic systems have received less
attention. This, probably stems out of the intuitive mind that
the charge distribution, associated with the 7 electronic cloud
of the aromatic ring, stabilizes cation clusters (because of the
attractive nature of the related electrostatic interaction) while
destabilizes the anion ones (because of the repulsive nature of
the involved electrostatic interaction). Moreover, anion—im
interactions are strongly affected by dispersion energies that,
to be accurately described by ab initio calculations, require the
use of large basis sets and the proper inclusion of electron
correlation.¥ Nevertheless, despite these difficulties, the im-
portant role that anion—u interactions can play in several fields,
as in the design of new receptors stereoselectively binding
anionic guests,***’ in organic synthesis,*® in solvation in
heterogeneous media,*” as well as in anion recognition
processes,*®! has fueled a revisitation of this topic.’>~>

Cation—s and anion— interactions are typically governed
by the combination of various components of noncovalent
intermolecular interaction and stem from a delicate balance of
competing and cooperative effects. The accurate assessment of
the relative role played by the various components, like the
electrostatic (of either attractive or repulsive nature), the
exchange or size (of repulsive nature), and the induction,
dispersion, and charge transfer (of attractive nature) is a difficult
task. For this reason, semiempirical methods, which express total
intermolecular interaction as a combination of a few “effective”
terms representative of the leading interaction components, but
also indirectly accounting for less important effects, become
important tools to describe the whole PES. Intermolecular energy
is often described using only two terms called “nonelectrostatic”
and “electrostatic”, which also include some less important
contributions, thus indirectly accounting for their incomplete
separability. In particular, the nonelectrostatic term usually
represents the balancing of dispersion-induction attraction and
size repulsion effects.
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In the last years, some of us developed a semiempirical model
for (atom) ion—molecule systems,> which express the nonelec-
trostatic component as a sum of (atom)ion-bond interaction
contributions, each one formulated by means of an improved
Lennard-Jones potential (ILJ) function.” The involved potential
parameters were predicted by exploiting the concept of bond
polarizability additivity to represent both the molecular repulsion
and the molecular attraction.”’ The model was applied to
investigate some clusters containing ions and benzene (bz) and
the electrostatic term was formulated as a sum of Coulombic
contributions providing asymptotically the ion—benzene quad-
rupole interaction.® The validity of the model was tested by
carrying out extensive ab initio calculations for both alkali cation
(M1)—bz*> and halogen ion (X~)—bz, aggregates.®*¢! The
proposed analytical function to represent the whole PES has
been proved to be very useful in MD calculations.62766

The investigation of M*—bz—X~ ternary aggregates, by
extending the methodology applied to binary compounds, has
been motivated by both the good results obtained for ion—bz
systems and the assessment of competing effects between
interaction forces of different nature. Although the most stable
gas phase structure corresponds to the bz—M*—X" arrangement,
our interest deals mainly with the study of M*—bz—X"
structures® to obtain, first, direct information on the cation—x—
anion interaction and, accordingly, on the full PES. In particular,
in biological systems, the assessment of the role of noncovalent
interactions in the presence of competing forces is an interesting
research field.®” Moreover, ternary systems are involved in most
of the intermolecular interactions, for instance the adsorption
and distribution of ions at the interface of water and crown
ethers,®®70 and the relative arrangement of ions at the vapor/
liquid interface of atmospheric particle surfaces.”” In particular,
systems containing ions of different sign can play a crucial role
in some cation channels. For instance, in the ammonia channel,
the presence of an anion (the negatively charged amino acid,
Asp'®) plays a key role when the ammonium cation interacts
with some of the amino acid residues.* In fact, the electrostatic
interaction between anions and cations facilitates the cation—x
interactions. However, despite the importance of investigating
ternary compounds, it must be indicated here that, up to date,
theoretical investigations have focused their attention mainly
on binary complexes.

In respect to the related binary compounds, the presence of
a second ion in MT—bz—X" originates important induction
effects, because of its nonadditivity behavior. In fact, the
induction energy is strongly enhanced when ions of different
sign are placed on opposite sides of the aromatic ring, while it
tends to zero when anion and cation are placed on the same
side and approximately at the same distance from the aromatic
ring. This indicates that to extend our semiempirical method to
investigate MT—bz—X" aggregates, the induction energy must
be properly assessed.

The paper is structured as follows: in section 2 we outline
the formulation of the semiempirical PES, proposing a treate-
ment of the induction energy, and in section 3 the results are
presented and discussed. Concluding remarks are given in
section 4.

2. Semiempirical Potential Energy Surface

The total intermolecular interaction energy, V, for M™—
bz—X" aggregates is decomposed as

V=W, T Ve, T Ve + Vi (1)

Alberti et al.

Vmt—p, and Vx-—_y,, accounting for the whole cation—bz and
anion—bz interactions, respectively, are expressed by a sum of
electrostatic, V,;, and nonelectrostatic, V., terms.>>8-%:62-64.73
Vmt—x-, representing the ion par interaction, is given as an
unique effective contribution including both, V;; and V. Finally,
Vina accounts for the nonadditivity behavior of induction effects
(see below).

More in detail, the V. component used to describe Vy+—_p,
and Vx-—_y, is constructed by applying the concept of molecular
bond polarizability additivity and is expressed as a sum of
ion—bond interaction contributions (6 M*—CC and 6 M"—CH
for Mt—bz; 6 X™—CC, 6 X~ —CH for X~ —bz). This formula-
tion, as emphasized previously,” ! allows its generalization
to systems of increasing complexity.

Each ion—bond contribution is represented by means of the
ILJ function,’~°

ro(w)w-w

Vi(ry) = €(V)[M—_m( r

n(r,y) (ro(V))’"] @)
n(ryy) —m

where r represents the distance of a given ion from the center
of a bond and y is the angle that the r vector forms with the
bond. The m parameter is taken equal to 4, the typical value
for ion—neutral interactions. The well depth ¢ and the equilib-
rium distance ry are modulated through simple trigonometric
formula from the corresponding perpendicular (e, ro;) and
parallel (g, o)) values (see for instance ref 58). This allows us
to take into account the variation of the well depth and the
equilibrium distance for different approaches of an ion to a
particular bond (¢(y) and ry(y)). The first term in eq 2 (positive)
represents the size-repulsion contribution arising from each
ion—bond pair, while the second one (negative) provides
dispersion plus induction effective attraction ascribed to the same
pair. The n(r,y) exponent, defining the falloff of the ion-bond
repulsion is expressed as

n(ryy) = f + 4. 0( )2 3)

o)

where [ is an adjustable parameter related to the hardness of
the interacting partners.>® Taking into account the higher
polarizability of X~ ions with respect to that of the correspond-
ing isoelectronic positive alkali ions, the value of 3 used to
describe anion—bz interactions has been assumed to be lower
than for the cation—bz ones. For all ion—bond pairs the
perpendicular and parallel values of € and r, have been predicted
using the ion polarizability as well as polarizability and effective
polarizability tensor components of the C—C and C—H benzene
bonds.3>379865 All parameters defining the ion—bond interactions
are given in Table 1.

It is of interest to note that the popular Lennard-Jones
potential, obtained by fixing n = constant in eq 3 and still
extensively used in molecular dynamics (MD) calculations, is
too repulsive at short distances and too attractive at long-range.
Most of these inadequacies are removed when the ILJ function
is conveniently parametrized. In fact, an extensive analysis of
some ionic and neutral systems confirmed that actually ILJ can
cover a wide range of phenomenology.>®

The electrostatic component of the interaction, V,;, has been
evaluated as in our previous studies of the binary ion—bz
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TABLE 1: Perpendicular and Parallel Components of the
Well Depth (¢), &) and of the Equilibrium Distances (ry., 7o)
for the Different Ion—Bond Pairs and  Parameter

ion—bond £,/meV g/meV rol/A rol A B
Nat—CC 33.01 102.20 2.848 3.149 8.5
Na*—CH 62.15 62.73 2.601 2.808 8.5
K*—CC 22.95 75.77 3.266 3.547 8.5
K*—CH 39.97 42.70 3.044 3.240 8.5
Rb"—CC 20.52 69.77 3.435 3.705 8.5
Rb"—CH 34.58 37.58 3.225 3.417 8.5
Cst™—CC 18.20 64.11 3.638 3.894 8.5
Cs™—CH 29.42 32.57 3.445 3.632 8.5
CI —CC 16.37 59.64 3.832 4.073 7.0
CI"—CH 25.48 28.60 3.655 3.839 7.0
Br—CC 15.20 56.73 3.972 4.202 7.0
Br—CH 23.06 26.10 3.808 3.990 7.0
I—CC 13.76 52.96 4.166 4.380 7.0
I"—CH 20.22 23.18 4.018 4.198 7.0

TABLE 2: Well Depth (¢), Equilibrium Distance (ry), and f§
Parameter Defining the M™—X~ Interactions

Mt—X"~ e/meV ro/A B
Na*—CI~ 5740 2.32 8.0
K+t—ClI~ 5160 2.65 8.0
Rb+*—Cl~ 5000 2.78 8.0
Cst—CI~ 4850 2.95 8.0
Nat—Br~ 5540 247 8.0
K*—Br~ 5030 2.80 8.0
Rb*—Br~ 4900 2.93 8.0
Cs™—Br~ 4790 3.09 8.0
Nat—I~ 5330 2.68 8.0
K1~ 4910 3.00 8.0
Rb*—1~ 4820 3.13 8.0
Cst—1- 4750 3.28 8.0

clusters, considering the ion charge and an ensemble of 18
charge points distributed on the benzene molecule frame (6
placed oh the H atoms and the remaining 12 at a fixed distances
from C atoms on both sides of the aromatic ring). Such
distribution has been chosen from the consideration that,
asymptotically, V. must correspond to the ion quadrupole
interaction.*® This leads to a charge of +0.09245 au on each H
atom and to two negative charges of —0.04623 au separated by
1.905 A on each C atom, placed on opposite sides of the benzene
plane.

For MT—X", all involved interaction components exhibit a
single radial dependence. Therefore, Vyy+_x- has been repre-
sented by eq 2, after removing the angular dependence (¢ and
ro no longer depend on y). In this case, the parameters of the
effective potential function for Vy+_x- have been chosen to
account directly for the effective combination of V, and V.
Consequently, the first term (positive) of eq 2 represents the
size-repulsion contribution arising from the interaction between
the two ions, while the second term (negative) provides the
effective attraction arising from electrostatic, dispersion and
induction effects. Accordingly, with this representation m is
taken equal to 1, since the charge—charge electrostatic contribu-
tion dominates the asymptotic attraction. All parameters are
given in Table 2.

The induction energy in M™—bz—X" requires a more careful
treatment. In fact, part of its full contribution is implicitly
enclosed, by means of effective ion—bond interactions, in the
formulation of the binary compounds interaction. Accordingly,
Via in eq 1 does not represent the whole induction energy, but
only the fraction accounting for nonadditivity behavior arising
because of the simultaneous presence of two ions in the
aggregates (the induction energy excess or lack in respect to
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TABLE 3: Parallel, o, and Perpendicular, o, Components
of the CC and CH Bond Polarizabilities

ay/A3 o, /A3
CcC 1.78 0.38
CH 0.67 0.49

the additivity of binary contributions). Specifically, as indicated
above, the presence of a second ion introduces important
variations of the induction energy, whose value depends on the
geometry of the ternary compound. This approach ensures an
accurate description of the binary compounds when the ternary
dissociates, predicting the correct potential energy for both
M*—bz and X~ —bz systems (this is of fundamental importance
in MD simulations).

Via in eq 1 can be formulated by first considering full
induction effects, Vi,, and then removing the contributions
enclosed yet in the binary compounds. Therefore, Vi 4 accounts
for the full global effect that ion 1 and 2 create on bz (V/2nq)
plus the effects promoted by ion 1 on ion 2 and vice versa (V) jna
and V,nq, respectively),

1

Vind = Vizind T Viina T Vajing (4)

Following the present methodology, Vg 1S represented as
combination of parallel (Il) and perpendicular (L) components,
each one defined as a sum of parallel, V};;,4, and perpendicular,
VLind» ion—bond contributions, expressed as

2
Viind = 1 q—:cosz y, + q—icosz Y, +
’ 2 r r
91 49>
2— — cosy cosy,loy  (5)
rn
14 4
Via= "3 —l4sin2 y, T+ —24 sin’ Y, +
’ 2 A b

9 9 . .
2—12—2251n y siny,cosw|o; (6)
't n

where the quantity in parentheses defines the square of the total
electric field component generated by the two ions (parallel and
perpendicular to each bond). In eqs 5 and 6, r; and r; are the
distances from i and j ions to the center of a bond. As in eq 2,
y1 and vy, represent the angle that a given bond forms with r;
and r; vectors. oy and o, are the bond polarizability components
whose values are given in Table 3 (these values are the same
used to estimate the potential parameters given in Table 1). In
eq 6, w is the dihedral angle that the plane defined by the ion
i and the AB bond forms with that defined by j ion and the
same bond. The evaluation of V), ;,q involves 24 planes (6 i-CC,
6 i-CH, 6 j-CC, and 6 j-CH).

The remaining contributions to Vipg, Viing and V,j,g, are
represented as,
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2
1 %
Vi = — B Faz
2
Voind= — 7 %
V)

where the index 1 is for the cation and the 2 for the anion.
Accordingly, o, and @, are the polarizabilities of cation and
ion, respectively, whose values are given in Table 4.

The three body contribution, Vi, mainly arising from
nonadditivity behavior, can be isolated, as indicated above, by
subtracting the induction energies of the binary compounds to
Vind~

Each bond contribution to Vi,q is given again as combination
of its parallel, V{;,¢ and perpendicular, V7 ;,q, components,

q\ 92

” = — ——
Viina = 7, COS Y COS L0y, ®)
nn
4 9>
, D19 .
Viia = 5, siny; siny, cos wa, 9)
o
1

Following the present formulation for all interaction contribu-
tions the total potential energy, V, is expressed as

6 6 6
V=, Vami—co, T > Vae—em, T > Vx—co, T
i=1 i=1

i=1

6
z VX*—(CH)i + VM+_X, + V;l + Vi,nd (10)
i=1

where V/; represents the electrostatic energy arising from M*—bz
and X~ —bz interactions, calculated as previously’®®>76> by
summing Coulombic terms according with bz charge distribution
and charges of +1 au and —1 au assigned to M* and X",
respectively. V¢ do not represent the total electrostatic energy
of the ternary aggregate but only a fraction, because electrostatic
energy arising from the M™ —X interaction has been implicitly

enclosed in the effective Vy+—x- potential function.™

3. Results and Discussion

The present investigation focuses on structure and energetic
of MT—bz—X"~ aggregates, for which an extension of the
original semiempirical approach, introduced before for simpler
systems, is carried out by including nonadditive induction
effects. The full intermolecular potential, V (see eq 10), is given
as a combination of a few leading effective interaction com-
ponents, all expressed by proper functional forms whose
parameters have a physical meaning. The reliability of the
obtained full PES is here tested in detail by analyzing first the
related binary compounds (MT—X~, M*—bz, and X —bz),
obtained from M*—bz—X ~ following the various dissociating
channels, and second comparing some important features of
ternary aggregates, in specific configurations, with ab initio
results. Role and strength of three body effects are also discussed
in detail.

M*—X" Systems. As indicated in the previous section, the
interaction between M" and X~ to form MT—X", is described
by means of an effective potential function of the ILJ type, 7

Alberti et al.
TABLE 4: Ion Polarizabilities (Also Ref 74)
Na™ K+ Rb" Cs™ Cl- Br~ I~
/A3 0.18 0.85 1.41 242 3.82 5.16 7.53

including both electrostatic and nonelectrostatic interactions. The
parameters of the potential function given in Table 3 have been
obtained as indicated in ref 74. In general, it has been found
that the ILJ function provides a good description of the systems
at long-range and at intermediate distances.*® It must be stressed
here that, because our interest in studying the M*—bz—X"
cluster arrangement, for which the internuclear distance from
M* to X~ is much larger than the equilibrium distance for
M*—X" systems, accurate descriptions of the M*—X~ long-
range interaction are of fundamental importance. This request
is particularly stringent when the whole potential energy function
is thought to be used in molecular dynamic simulations. It must
be stressed here that Vy+_x- functions give asymptotic
charge—charge constants, C; = &r,, which exhibit a maximum
deviation from the single charge-single charge Coulombic
constant (C; = 14.40 eV A) of only 8%.

M*—bz and X~ —bz Systems. As can be expected from the
benzene charge distribution, the binary M*—bz and X —bz
aggregates show important differences. The alkali cations exhibit
an attractive interaction with the aromatic ring and the most
stable configuration is found for approaches of M* toward bz
along C¢ symmetry axis. On the contrary, V,; favors approaches
of X~ on the benzene plane and the most stable structure is
found when X~ approaches bz on plane, perpendicularly to CC
bonds (bifurcated structure).

The quality of the potential function for M*—bz aggregates®®
was tested by carrying out high level ab initio calculations.>
Results showed an extremely good agreement for heavier metal
ions (K™, Rb™, and Cs*) with minimal differences between the
two theoretical approaches (semiempirical method and ab initio
calculations) at all considered geometries. Results in reasonable
good agreement were obtained for Nat, while some deviations
were observed for Li™. These results suggest that chemical
contributions play a minor role, at least for the heavier MT—bz
aggregates.

Semiempirical geometry and energy predictions for X~ —bz
have also been tested by comparing them with high level ab
initio calculations.®*%! In general, the semiempirical predictions
are in reasonable agreement with experimental and ab initio
results. However, again, the best agreement is for the heavier
Br~—bz and 1" —bz systems, while for CI”—bz the predictions
are not far from ab initio results. Some deviations have been
observed for the lightest F~—bz (possible reasons are discussed
in ref 61). Taking into account the formulation of the semiem-
pirical method, by means of simple analytical functions, and
assuming that the potential effective parameters have been
predicted only from basic physical properties of the involved
partners, the obtained semiempirical results can be considered,
in general, very good. Values of dissociation energy and
equilibrium distance of ion from bz center of mass are given in
Table 5 for the most stable MT—bz (M = Na, K, Rb, Cs) and
X"—bz (X = Cl, Br, I) structures.

In Figure 1, for two representative systems, K*—bz (upper
panel) and Br™—bz (lower panel), are shown the equipotential
energy contours for movements of ions on the yz plane (bz is
placed on the xy plane). The interaction differences between
cation—bz and anion—bz are well evidenced in the figure, where
the lowest energy contour is indicated and consecutive contours
are spaced by 100 meV. The PES is very attractive for
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TABLE 5: Dissociation Energy, D., and Equilibrium
Distance, R., of the Ion from the Benzene Center of Mass,
Associated to the Most Stable Configuration of Ion—bz
Systems

Na*—bz K'—bz Rb'—bz Cs'—bz Cl"—bz Br —bz I —bz

D./meV 1270 942 841 736 314 296 272
RJA 2.25 2.65 2.82 3.02 4.87 5.00 5.19

approaches of K to benzene along the symmetry axis, while it
is very repulsive for approaches of Br~ to benzene along that
axis.

It must be indicated that the PES’s do not show spurious
points, and being represented by simple analytical forms, they
are very useful in MD simulations. In fact, the PES’s for M™—bz
and X~ —bz have been implemented in the DL_POLY program’
and MD calculations have been carried out for the M+ —bz, 86>
Cl —bz,% and I"—bz® systems solvated by Ar atoms.

Because of our interest in characterizing mainly the
M+ —bz—X~ arrangement, energy changes on the binary com-
pounds, as a function of the distance of X~ from bz center of
mass, x-—b,, When X~ approaches bz along the Cg axis have
also been investigated. The corresponding energy curves are
represented in Figure 2, where it can be seen that the system is
very repulsive for these approaches.

Ternary MT—bz—X~ System. A basic structure of such
systems involves cation and anion placed along the Cs symmetry
axis but in opposite sides of the aromatic ring (this structure
has been also the objective of ab initio calculations*). A total
of 12 aggregates of the MT—bz—X" type (M = Na, K, Rb, Cs;
X =Cl, Br, I) have been investigated. The aggregates containing
Li* and F~ have not been considered here because ab initio
tests®>%! showed that the semiempirical method can only partially
account for particular effects of these ions interacting with
benzene.

For all the investigated MT—bz—X" cases, predicted values
of some energy contributions, minimum potential energy and
distances of cation and anion from the benzene center of mass
are given in Table 6. All the predicted data appear to be in

45
4.0
< 35
3.0

2.5

-250 meV

T T T
80 -60 -40 -20 00 20 40 60 80
y/ A

Figure 1. Equipotential energy contours for the K" —bz (upper panel)
and for Br™—bz (lower panel). The benzene molecule is placed in the
xy plane with y pointing along CH bonds. The lowest energy contour
is indicated and consecutive contours are spaced by 100 meV.
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Figure 2. Total potential energy for approaches of X~ along the Cg
symmetry axis of benzene plotted as a function of the distance rx——p,.

reasonable agreement with available ab initio results (calculated
at the second order Moller-Pleset level of theory using the
6-314+G* basis set).* Ab initio energies and intermolecular
distances are also given in Table 6, for comparison.

From the first column of Table 6 it can be seen that those
aggregates containing the same cation but different anions have
similar energies. On the contrary, for a given anion, the total
energy increases (less negative) with the cation mass. Such
trends can be appreciated in Figure 3 where total potential
energies, calculated at the equilibrium of the investigated
Mt —bz—X"~ structures, are represented vs ion polarizability,
which has been chosen as a property related with the size of
the ions.” The upper panel of Figure 3 shows, for any selected
cation, the trend of the potential energy when different anions
(having different polarizability values) are considered, while the
lower panel of the same figure reports, for any given anion,
the potential energy as a function of cation polarizability. The
figure remarks that the M*—bz—X"~ compounds containing the
same cation have approximately the same potential energy,
independently of the anion. These observations are in qualitative
aggreement with the ab initio calculations of Kim et al.*
(concerning Na®™—bz—X~ and KT—bz—X~ (X = CI, Br)
systems), whose results show small potential energy differences
when Cl is substituted by Br (less than 1 kcal mol™!). However,
it must be observed that in ref 45 the lowest energy value is
obtained for the ligthest aggregate, while our potential model
predicts the opposite behavior. Concerning the MT—bz—X"
aggregates containing the same anion (see the lower panel of
Figure 3), the potential energy increases as a function of cation
size also agree with ab initio results.* As can be seen, in general,
semiempirical calculations predict stabler clusters than the ab
initio results and, concerning the equilibrium distances, the
semimepirical method predicts higher Mt —bz distances (ry—p,),
while lower values of the X~ —bz distances (rx-_p,) are obtained.
In all cases, however, the difference between semiempirical and
ab initio energy results is about 10%, with smaller differences
found for equilibrium distances. Some of the possible reasons
for these discrepancies are, on one hand, the rigidity of the
benzene molecule mantained along dynamical simulations and,
on the other hand, the charge transfer effects, which do not take
into account the semiempirical method. The representation of
the electrostatic potential through a fixed point charge model
can affect geometry and energy results. In fact, for the binary
X~ —bz systems, it has been proved®' that the electrostatic
component fails to reproduce electrostatic energies at short
distances. It has been found that the discrepancy in the
electrostatic contribution, in the context of the overall potential
has consequences only for the ligther anions (F~ and to a lesser
extent CI7). On the contrary, for MT—bz systems a good
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TABLE 6: Total Interaction Energy, Vy+_p,—x-, and Different Contributions: Cation—Anion, Vy;+_x-, Cation—Benzene, Vy+_p,,
Anion—Benzene, Vx-_},, and Three-Body Induction, Vi,

VMt —bz—x~ Vmt—x- VMt—bz Vx——bz Vina Mt bz IX~—bz
Na"—bz—Cl™ —3876 —2575 —1244 301 —358 2.154 3.200

(—3680) (—2790) (—933) (297) (—250) 2.27) (3.04)
Na"—bz—Br~ —3902 —2602 —1244 292 —348) 2.154 3.303

(—3652) (—2731) (—941) (246) (—228) (2.28) (3.19)
Nat—bz—1~ —3953 —2657 —1244 283 —335 2.154 3.442
K"—bz—Cl™ —3419 —2472 —909 283 —322 2.516 3.231

(—3131) (—2534) (—657) 272) (—213) (2.73) (3.08)
K"—bz—Br~ —3453 —2505 —909 273 =312 2.516 3.335

(—3109) (—2481) (—658) (226) (—196) (2.74) (3.22)
K —bz—1" —3509 —2566 —909 264 —299 2.516 3.474
Rb"—bz—Cl™ —3281 —2447 —804 277 =307 2.655 3.243
Rb"—bz—Br~ —3322 —2489 —804 268 —297 2.665 3.346
Rb"—bz—1" —3392 —2563 —804 259 —284 2.664 3.485
CsT—bz—CI~ —3156 —2444 —695 271 —289 2.844 3.253
CsT—bz—Br~ —3203 —2491 —695 262 =279 2.844 3.356
Cst—bz—1~ —3278 —2570 —695 253 —267 2.843 3.495

“Distance of the cation and the anion from the center of mass of benzene: ry+—,, and rx-—,,. The energies are given in meV and the

distances in A. Ab initio results® are given in parentheses.
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Figure 3. Total potential energy for the M —bz—X~ systems as a
function of the ion polarizability (see text).

agreement has been found in the electrostatic contribution
derived from the ab initio and semiempirical methods.”® From
Table 6 it can be seen that the higher energy differences
correspond to M*—bz contributions. This was also observed
from the ab initio test performed for the binary MT—bz
systems.”® However, it must be indicated that the ab initio results
of ref 59 for K¥—bz are in better agreement with semiempirical
values than the corresponding results of ref 45. This can
probably be due to the different basis sets used in both ab initio
calculations.

Bearing in mind that ternary aggregates have been described
adopting the same values of the potential parameters used for
binary compounds, without any modification, the semiempirical
predictions can be considered to be very good. Moreover, it
must be stressed that no refinements of 3 (see eq 3) have been
made. Actually, the same value has been used for all members

o—
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L - -
g 1000
>
1500
s ‘\req
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2000/
T T T : | I |
2.5 4.5 6.5 8.5 10.5 125 145
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Figure 4. Total induction energy, Vi, and three body contribution,
V'ing, Tor the Na™—bz—Cl~ aggregate as a function of the distance ¢,
taken along the Cs symmetry axis of benzene. The r¢-—y, equilibrium
distance, ., is indicated.

of the same family (i.e., 8.5 for any M —bond pair, 7.0 for any
X~ —bond pair and 8.0 for the binary M*—X~ compounds);
however, it can be expected that further refinements of 3, for
instance introducing its dependence on the ion size, should
improve the obtained results.

To test the reliability of semiempirical predictions, different
contributions of the potential energy have been analyzed as a
function of the distance of X~ from the center of mass of
benzene (rx——,). In general, it has been observed that fixing
the distance of M* from bz at the equilibrium value (Vy+—y,
constant), a decrease of ry-_y, originates an increase of V as a
consequence of the enhancement of the X~ —bz size repulsion.
On the other hand, the remaining contributions become less
effective (attractive) with an increase of rx-_,. Concerning the
induction energy formulated in this paper from its ion—bond
contributions, Vi,q and Vi,q have been analyzed as a function of
(rx——vz) by choosing Nat—bz—CI~, for which ab initio results
exist,” as a representative example. Viyq and Vj,q are represented
in Figure 4 as a function of r¢-—p,, where the values of V4 at
large distances, different of zero, correspond to the induction
energy contribution associated to Na'—bz. The predicted
dependence on rc-—y, of Vi, agrees with ab initio results.*’

More interesting is the behavior of the three body term, Viq,
for which it has been also analyzed its peculiar dependence on
the aggregate geometry, which is defined from the reference
system shown in Figure 5. As can be seen, benzene is placed
on the xy plane with the X axis bisecting a CC bond.
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Figure 5. Reference system used to describe the Mt—bz—X" aggre-
gates.
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Figure 6. Three body induction energy, Vi, contours (in meV) for
the Na*—bz—Cl~ aggregate with Na* fixed along the Cy axis at z =
2.154 A. Upper panel: CI™ moves in the xz plane. Lower panel: C1~
moves in the yz plane (see Figure 5 and text).

Figure 6 reports Vi,q values for the Na*—bz—Cl~ aggregate
and CI~ moving, respect to Na™, only on the opposite side of
bz plane (see Figure 5). It must be stressed that the lowest values
of the induction energy (in both the upper and lower panels)
are only observed at short distances, which become unaccessible
because of the repulsion. Moreover, the adopted function also
describes how Vi,4 (not reported in Figure 6) changes when the
anion goes from the opposite side of the benzene plane to the
same side (respect to the cation).

In this section we have mostly analyzed in detail a peculiar
configuration of M*—bz—X"; however, it is important to note
that the proposed methodology provides an analytical function
representing the total intermolecular potential V of the system
(in all stable and less stable configurations), from which
comparisons between different systems can be easily made. This
can be appreciated in Figure 7 where equipotential energy
contours for the lightest and heaviest aggregates investigated,
Na*—bz—CIl~ (upper panel) and Cs™—bz—1" (lower panel), are
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Figure 7. Equipotential energy contours for the M™—bz—X" aggregate
when X~ moves in the yz plane. Upper panel: Na*—bz—Cl~ with Na*
placed at z = 2.154 A. Lower panel: Cs*—bz—I~ with Cs* placed at
7=12.843 A. The lowest energy contours are indicated and consecutive
contours are spaced by 500 meV.

shown. The lowest energy contour (associated with the stabler
X~-M"—bz arrangement) is indicated in each graphic of Figure
7, and consecutive energy contours are spaced by 500 meV.
The same figure shows, as indicated before, that the zones with
very low (negative) values of the induction energy (see Figure
6) correspond to very repulsive zones of the PES.

4. Conclusions

The main purpose of this study is to demonstrate the
effectiveness of the semiempirical method, previously applied
to investigate ion—bz aggregates, and how the procedure can
be improved and generalized to predict the behavior of systems
with increasing complexity. By exploiting the idea that V can
be represented as combination of few effective leading com-
ponents, some of them being expressed as a sum of ion—bond
contributions, we have performed a proper assessment of three
body induction effects, originated by the presence of a second
ion in M"—bz—X" systems (with respect to the binary ones).
The induction energy has been introduced in such a way that
ensures the correct value of the potential energy at all dissocia-
tion limits. This is of fundamental importance when applying
the PES to perform MD calculations. The potential energy
function has been constructed for all M™—bz—X~ compounds
(M = alkali ions and X = halogen ions) except those containing
Li" and F~, for which the model is known to be less accurate.>!
Moreover, V has been expressed in a suitable analytical
functional form, which allows us to carry out detailed investiga-
tions on energy contributions, stable and unstable configurations
and on the minimum reaction paths. The simplicity of the
potential analytical function should indicate its adequacy to be
used to carry out simulations in the context of molecular
dynamics. For the investigated systems, the semiempirical
approach, without further refinement of the potential parameters,
provides for a selected geometry results in good aggreement
with ab initio calculations and, in general, is able to reproduce
most of the ab initio trends.
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